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Keynote Address

● What we already know (Current Progress)

● What we do NOT know (Challenges and opportunities)



What We Really Want ?
● Smart Home, Smart City, Smart Car, Smart Road, Smart

Aircraft, Smart phone, Smart Warehouse, Smart finance, Smart

devices, Smart computing power, and…

● Smarter Education (On-line?), Smarter Conference and

Meetings (Virtual?), Smarter Industry Performance (Work

from Home?), and…

● Intelligent communication systems

● Intelligent Safety and Security systems

● Intelligent protection against cybersecurity attack, etc. etc. ….



Simply Speaking, We Want:

INTELLIGENT Devices and Applications, which require and depend 

on INTELLIGENT Software Systems 

8

What We Really Want ?



● AI

Artificial Intelligence

● AI

9

How to Achieve What we want?
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Artificial Intelligence (AI)



● The function and popularity of AI are rapidly increasing by the day.

● AI alone or in combination with algorithms in Machine Learning,

Deep Learning, Pattern Recognition, Computer vision, and Block

chain is helping software development industries to build intelligent

software in a wide range of applications.

● AI is revolutionizing the industries with its applications and helping

solve complex problems.

11

Artificial Intelligence (AI)



● In E-commerce

▪ Personalized shopping (customer relationship)

▪ AI-powered assistants using Natural Language Processing (virtual

shopping assistants)

▪ Fraud Prevention (credit cards, fake news)

● In Social Media

▪ Instagram

▪ Facebook

▪ Twitter

12

Intelligent Software Applications



● In Education

▪ Administrative tasks automated to aid educators

▪ Creating smart content (digitization: video lecture, conferences,

textbooks, etc.)

▪ Voice assistants (to improve students learning)

● In Human Resource (AI + ML)

▪ Simplify Hiring Process with intelligent software

● In Chatbots (AI + ML)

▪ 24/7 Live chat and Customer Service for customer satisfaction

13

Intelligent Software Applications



● In Navigation

▪ Improve Operational Efficiency

▪ Analyze Road Traffic

▪ Optimize Routes

▪ Global Positioning System (GPS) technology (accurate time and 

improve safety)

● In Agriculture (AI + Computer vision + Robotics + ML)

▪ Identify Defects and Nutrient deficiencies in the soil

▪ Improve food production and improve farming

14

Intelligent Software Applications



● In Lifestyle (AI + ML)

▪ Automotive (Electric and Autonomous Vehicle)

▪ GPS, Maps, and Voice Navigation Technology

▪ Spam Filter

▪ Facial Recognition

▪ Recommender system (User data for customized recommendation)

● In Automobiles

▪ Self-Driving vehicles (emergency braking, blind-spot monitoring, driver 

assist steering) using intelligent sensors and powerful cameras

15

Intelligent Software Applications



● In Gaming and Sports

▪ Smart, human-like non-player characters (NPCs) to interact with the

players

▪ Predict human behavior using which game design and testing can be

improved

▪ Man Vs. Machine

▪ IBM Watson Supercomputer wins $1 million dollar in Jeopardy game on

February 16, 2011

▪ Most recent intelligent machine was built using rules and human

intelligent, but can defeat human talent. Experts call this a technological

breakthrough

16

Intelligent Software Applications



● In Marketing (AI + ML + Pattern recognition)

▪ Highly targeted and personalized ads

● In Finance

▪ 80% bank uses this benefits for Personal finance, Corporate 

finance, Consumer finance

▪ Improves wide range of financial services

● In Telecommunication industries

▪ Enhance customer experience

▪ Optimize 5G Network

17

Intelligent Software Applications



● In Robotics

▪ Carrying goods in Hospitals, Factories and

Warehouses

▪ Cleaning offices and large equipment

▪ Inventory management

▪ Human-Robot communications

▪ Robot in manufacturing industry

▪ Robot in Agriculture, and Mining industries

▪ Robot for Healthcare

18

Intelligent Software Applications



● In Healthcare and Medicine (AI + ML)

▪ Sophisticated machines that can detect diseases and

identify cancer cells

▪ Increases clinical efficiency

▪ Boost diagnosis speed and accuracy

▪ Improves patient outcomes

▪ Use historical data and medical intelligence for discovery of

new drugs

19

Intelligent Software Applications



● Intelligent Transportation System (ITS)

▪ ITS is an advanced application which aims to provide innovative

services relating to different modes of transport and traffic

management, and enable users to be better informed and make

safer, more coordinated and “smarter” use of transport

networks.

▪ AI and Machine learning applications to automobiles to railways

to Aviation to Healthcare industries are helping to significantly

improve reliability, services, safety, and protection to human life

and lifestyle.

20

Intelligent Software Applications



● Users believe we get 100% and life is really great:

- Good News! Technology meets the expectations

● Computer scientists, software engineers, and software developers have a

very different perspective:

Do We Really Get, What We Really Want? 

leading to practical challenges for now and the future.

- Bad News! Yet, Exciting and Motivating with life-long opportunity to

improve and contribute with future research and development.

21

Computer Users  vs.  Computer Scientists
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What is it ?

What Affects it ?

Why is it important ?

Can we achieve 100% ?

Software Reliability
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Software Development Process Model



● The IEEE defines Software Reliability as:

■ The probability that software will not cause a

system failure for a specified time under specific

conditions.

What is Software Reliability?
IEEE - Definition 1



● AT&T Bell Lab (John Musa) defines software

reliability as:

The probability that a given software system

operates for some time period without software

error, on the machine for which it was designed,

given that it is used within design limit.

What is Software Reliability?
AT & T - Definition 2



● Reliability of a software system is a “measure” of how well it

provides services expected of it by its users.

● The goal is to achieve 100% reliability from any software.

26

What is Software Reliability?
Debnath - Definition 3



● The demand for large, complex, intelligent software systems has

increased more rapidly than the ability to design, implement, test,

and maintain them.

● When the requirements and dependencies on computers increase,

the possibility of crises from computer failures also increases. The

impact of this failures ranges from inconvenience, economic

damages, and loss of life.

● Needless to say, the reliability of computer systems (software) has

become a major concern for our society.

Why do we need software reliability?



● Software Specification

● Correctness of Software Design

● Correctness of the mapping of the software design to

Implementation

● Reliability of each component making up the software system

28

What factors Affect Reliability



● Can we achieve 100% Reliability from a software

system?

■ Yes

■ May be

■ No

29

Typical Question



● FOCUS ON SOFTWARE VALIDATION

The GOAL of validation is to establish confidence that the software

should perform as intended.

● Methods of Validation

■ Formal Proof of Correctness

■ Software Reliability Analysis

■ Software Testing

30

Objective



● Software Testing is the most common, widely accepted and

practiced method of validating computer software.

● However, just because it is widely practiced does not imply that it

is being done any more effectively than other possible validation

methods.

● Researchers have been trying to come up with efficient testing tools

and techniques.

● Progress is much slower than expected.

31

Software Testing



● Software testing goes hand in hand with the software development cycle,
as shown above.

● In the first three phases of the development cycle, there are opportunities
to introduce errors to the software, resulting in faults that propagate
through the remainder of the development process.

Testing Lifecycle



Specified and implemented program behaviors

Insights From a Venn  Diagram



Specified, implemented, and tested behaviors

Insights From a Venn  Diagram



● There are Two Fundamental Approaches:

1. Functional Testing (Black Box)

2. Structural Testing (White Box)

Identifying Test Cases 



● Functional testing creates difficulties in terms of

▪ GAPS of untested software

▪ REDUNDANCY in test cases

● These problems can be reduced or eliminated in some cases

with sophisticated testing methods

Major Difficulties in Functional Testing



● Structural Testing creates difficulties in terms of

▪ Potentially Infinite number of paths (iterations)

▪ Infeasible paths (predicates or conditionals)

▪ Phenomena like

o Coincidental Correctness (nature of data/operations)

o Missing paths (lack of trivial cases)

▪ These problems are impossible to detect/eliminate in most cases

Major Difficulties in Structural Testing





● Input and Output Faults

● Logic Faults

● Computation Faults

● Interface Faults

● Data Faults

Note: Within each of these categories of faults, there are many
subcategories. So, Faults classification and Faults Isolation becomes
very difficult.

Fault Classification



Levels  of  Testing: Correspondence between 
Testing and Design levels

Levels of abstraction and testing in the Waterfall Model



● Probably YES

● Software Testing, especially large and complex intelligent 

systems

▪ Difficult

▪ No single acceptable method

▪ 100% testing impossible

Should We Be Concerned ?



● Of course, YES

● Most of the theory of software testing has been proposed in the 

areas of

▪ Functional 

▪ Structural

● Also, they are mostly applied to conventional (imperative) 

languages.

Should We Be Encouraged ?



● Can we achieve 100% Reliability for large and complex intelligent

software systems ?

The answer is: NO

● In general, it is impossible to get 100% Reliability, and so the goal is

to maximize it as much as we can based on available resources.
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Final Observation



● The field of software testing is wide open leading to new research
opportunities.

● The research progress in software testing is slower than expected due to many
challenges.

● There are always new challenges and exciting opportunities in the field of
Computational Intelligence and Innovative Applications:

▪ Software Engineering researchers and professionals (university or
industry) have always constant opportunities to improve and contribute in
the field.

▪ Employment opportunities for software engineering professionals,
primarily in testing area, will exist forever.

Concluding Comments



• National and international research collaboration opportunities

(industry-academic) are highly encouraging.

• Continue to Gain Knowledge, Experience, and Training to Have

Fun with

▪ Highly RELIABLE and well-engineered, intelligent

software systems

• Through active international professional collaboration make the

world from Smart to even Smarter….

45

Concluding Comments
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1. Introduction

• From a practical point of view, most of the real-world plants are nonlinear in nature. For instance, the

systems in industry, space, power systems, robotics, and autonomous vehicles exhibit nonlinear

behaviors.

• In order to deal with those requirements, nowadays, neural controllers have been improvingly applied

to control the nonlinear dynamic systems.

• Liu et al. (Aiqin Liu 2021) introduced an adaptive neural-based approach for manipulator tracking

control.

• Wang et al. (Wang 2021a) suggested an adaptive neural network method for controlling the steer-by-

wire plants containing disturbance observer.

• Zhang et al. (Zhang 2021) introduced an neural-based controller for a specific uncertain dynamic

plants.

• Yang et al. (Yang 2021) successfully applied a neural-based adaptive controller for deep-space

spacecraft formation.
• The disadvantages of those studies related to the fact that their complicated neural-based structure

along with strict bounded ranges for input/output variables which dramatically restrict the

performance of neural networks controllers in practice.
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• As to improve the performance of neural-based controllers, numerous recent researchers have paid

the attention to efficiently combine neural model with advanced control techniques, such as sliding

mode, back-stepping, optimal PID, iterative learning control, etc.

• Liu et al. (Xiao-Fang Liu 2021) applied the distributed differential evolution (DDE) optimization

technique for the neural controller reinforcement learning used in power-electronics scheme control.

• The main drawback of those studies concerns the huge computational burden which hinders their

availability in practical applications.

• Recently the integration of neural structure in various advanced machine learning techniques has

been increasingly applied.

• Jeyaraj et al. (Jeyaraj 2022) recently introduced the real‐time data‐driven PID controller for

multivariable systems using neural-based deep machine learning technique.

• Slama et al. (Slama 2021) proposed a tuning neural-based learning method using PSO optimization

approach for highly uncertain plants.

• Ait Abbas (Ait Abbas 2021) introduced an adaptive deep neural–based learning technique based on

sparse auto‐encoder for the antilock braking plant subject to high restrictions.

• The main drawback of these neural–based machine learning techniques focused on the fact that

those neural-based learning methods efficiently operate mostly in offline identification.

51
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• With deep learning technique, the hidden weighting values are initialized in random

and hold unchanged during the training procedure regardless iteratively tuning.

• Theoretical researches have demonstrated that although randomly initiated hidden

weighting values, deep learning-based neural model ensures the out-performing

universal approximating ability.

• The main drawback of such deep learning methods concerns the fact that deep

learning-based identification process was only offline estimated.

• Moreover the neural-based deep learning structure may still present a slow

convergence if initiated values for the hidden layer nodes are not properly selected.

• Furthermore, another drawback is that the system stability requirement has not yet

satisfactorily resolved.

• Eventually the deep learning-based neural model shows hard for allowing an

efficient adaptation of the identifier in the presence of significant internal/external

disturbances.
52

1. Introduction



1. Introduction
• As to overcome these disadvantages, recent researchers have improved novel neural-

based machine learning techniques which have effectively applied in online operation

to identify and control of highly nonlinear MIMO dynamic systems.

• Wang et al. (Wang 2022) proposed a new neural-based real-time cascading deep

learning technique in order to diagnose anomalies based on online data pools.

• Hu et al. (Hu 2021) introduced an online COVID-19 diagnosis from X-Ray images

using deep CNN for extreme learning machines.

• Yu et al. (Helong Yu 2021) suggested an enhanced butterfly optimizer-configured

neural-based extreme learning machine for fault diagnosis.

• Ye et al. (Ye 2021) successfully used the neural-based online deep learning for person

re-identification, among them.



• Inspired from the results above-mentioned, in this research, an improved global

regressive neural GRNN model, namely Imp-GRNN, is suggested to handle the

multivariable uncertain dynamic plants.

• The Imp-GRNN retains the original characteristics of GRNN, and it provides an

improved development to the precision compared of GRNN as an online controller.

• The Imp-GRNN is enhanced in various key aspects.

• Firstly, a new method is developed to adapt the input-hidden weighting values of

GRNN based on the regressive stochastic tools of the inputs.

• Secondly, an output layer is newly introduced. Also, novel adaptive weighting values

between input to output layer are introduced.

• Besides, a new smoothen coefficient is proposed to eradicate the necessity for choosing

it in precedent. Moreover, the stability of the controller is demonstrated via Lyapunov

concept applied for discrete-time plants.

• Eventually the superiority of the controller is verified via various benchmark tests and in

comparison to the original GRNN to confirm its performance.
54
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2. Preliminaries of Imp-GRNN controller

55

Figure 1: Structure of GRNN

As the basic GRNN is a single-pass learning network, its training process is different

from the typical algorithm of the back-propagation of the error. The GRNN is trained

as follows:

* Input-hidden weights are selected as the input data samples.

* Hidden-output weighting values will be selected as the target data samples.

* is selected before the training process, and it should be positive and greater than

zero.

For every distinct training sample, a new node is added. In this training process,

GRNN record every distinct data sample that will be used later for calculating its

outputs for similar data samples.



Proposed Imp GRNN control method

56

Figure 2: Imp-GRNN with the dotted lines represents the novel 

suggested weighting values and the gray neurons represent the 

novel proposed output ones.

2. Preliminaries of Imp-GRNN controller
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2. Preliminaries of Imp-GRNN controller
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2. Preliminaries of Imp-GRNN controller
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2. Preliminaries of Imp-GRNN controller
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2. Preliminaries of Imp-GRNN controller
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2. Preliminaries of Imp-GRNN controller



3. Formulation and Design of Proposed Imp-GRNN Controller
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3. Formulation and Design of Proposed Imp-GRNN Controller
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3. Formulation and Design of Proposed Imp-GRNN Controller
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3. Formulation and Design of Proposed Imp-GRNN Controller



Proof:
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3. Formulation and Design of Proposed Imp-GRNN Controller



683. Formulation and Design of Proposed Imp-GRNN Controller
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Figure 3a: Block-diagram of proposed Imp-GRNN algorithm

Figure 3b: Flowchart of proposed Imp-GRNN algorithm

3. Formulation and Design of Proposed Imp-GRNN Controller



4. The Weight Update Laws of the proposed controller
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Thus, using gradient descent GD approach, the followed updated rules of proposed controller for weighting 

values are implemented



4. The Weight Update Laws of the proposed controller
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Thus, using gradient descent GD approach, the followed updated rules of proposed controller for weighting 

values are implemented



72 4. The Weight Update Laws of the proposed controller



5. Stability Analysis of Closed-loop System using proposed controller

73

Here, the system stability will be investigated based on Lyapunov principle.

Consider a candidate V(k) described as



5. Stability Analysis of Closed-loop System using proposed controller

74

Here, the system stability will be investigated based on Lyapunov principle.

Consider a candidate V(k) described as



5. Stability Analysis of Closed-loop System using proposed controller

75

Here, the system stability will be investigated based on Lyapunov principle.

Consider a candidate V(k) described as



5. Stability Analysis of Closed-loop System using proposed controller

76

Here, the system stability will be investigated based on Lyapunov principle.

Consider a candidate V(k) described as



5. Stability Analysis of Closed-loop System using proposed controller

77

Here, the system stability will be investigated based on Lyapunov principle.

Consider a candidate V(k) described as



785. Stability Analysis of Closed-loop System using proposed controller



795. Stability Analysis of Closed-loop System using proposed controller



805. Stability Analysis of Closed-loop System using proposed controller



6. Simulation Results and Analysis 
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Benchmark Test 

1: 



The Results of Step Input Tracking
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Figure 4: Tracking results for output one benchmark 

test 1 with step input

Figure 5: Tracking results for output two benchmark test 

1 with step input

6. Simulation Results and Analysis 



The Results of the Sum of Sine Input Tracking
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Figure 6: Tracking results for output one of example 

1 for sum of sinus input

Figure 7: Tracking results for output two of 

benchmark test 1 for sum of sinus input

6. Simulation Results and Analysis 
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Benchmark Test 2
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Figure 8: The 2-DOF planar robotic arm

6. Simulation Results and Analysis 



87

6. Simulation Results and Analysis 



88

6. Simulation Results and Analysis 



89

6. Simulation Results and Analysis 



90

6. Simulation Results and Analysis 



Performance Comparison with other Advanced Controllers
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6. Simulation Results and Analysis 



7. Conclusions

• A new Imp-GRNN control algorithm which offers significant improvements
compared to the original GRNN.

• Proposed controller suggests an adaptive technique to implement the weighting
values needless every optimized approaches via applying the regressive stochastic
means.

• A new smoothing parameter is innovatively applied to exploit the benefits of interval
choosing coefficient instead of applying other computing-burden methods.

• Moreover, novel forward input-output weighting values were proposed, along with
novel output layer also used to ensure the weighting values’ adaptation.

• Through the two benchmark tests, proposed controller obtains better tracking
precision and faster convergent velocity compared of GRNN algorithm and other
advanced neural-based controllers.

• The Imp-GRNN controls well for multivariable benchmark test that guarantees its
availability for various uncertain nonlinear plants.
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